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## Overview

(1) Covariance
(2) Correlation
(3) Markov's Inequality
(4) Chebyshev's Inequality
(5) Law of Large Numbers
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Suppose $X, Y$ are random variables with $\sigma_{X}, \sigma_{Y}>0$. Then the correlation $\rho$ of $X$ and $Y$ is

$$
\rho(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sqrt{\operatorname{Var}(X) \operatorname{Var}(Y)}}=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}
$$

$$
\text { and }-1 \leq \rho(X, Y) \leq 1
$$
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- $\operatorname{Var}(X)=\operatorname{Cov}(X, X)$.
- $X, Y$ independent $\Longrightarrow \operatorname{Cov}(X, Y)=0$.
- $\operatorname{Cov}(a+X, b+Y)=\operatorname{Cov}(X, Y)$.
- Bilinearity:

$$
\operatorname{Cov}\left(\sum_{i=1}^{n} a_{i} X_{i}, \sum_{j=1}^{m} b_{j} Y_{j}\right)=\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i} b_{j} \operatorname{Cov}\left(X_{i}, Y_{j}\right)
$$
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For a random variable $X$ with finite expectation $\mathbb{E}[X]=\mu$ and any positive constant c,

$$
\mathbb{P}(|X-\mu| \geq c) \leq \frac{\operatorname{Var}(X)}{c^{2}} .
$$

## Proof:

Define $Y=(X-\mu)^{2}$ and so $\mathbb{E}[Y]=\mathbb{E}\left[(X-\mu)^{2}\right]=\operatorname{Var}(X)$.We are interested in $|X-\mu| \geq c$, which is equivalent to $Y=(X-\mu)^{2} \geq c^{2}$. Therefore, $\mathbb{P}(|X-\mu| \geq c)=\mathbb{P}\left(Y \geq c^{2}\right)$. Moreover, $Y$ is obviously non-negative, so we can apply Markov's inequality.
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$$
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## Proof:

Let $Y_{n}=\frac{X_{1}+\cdots+X_{n}}{n}$. Then

$$
\begin{aligned}
\mathbb{P}\left(\left|Y_{n}-\mu\right| \geq \varepsilon\right) & \leq \frac{\operatorname{Var}\left(Y_{n}\right)}{\varepsilon^{2}}=\frac{\operatorname{Var}\left(X_{1}+\cdots+X_{n}\right)}{n^{2} \varepsilon^{2}} \\
& =\frac{n \operatorname{Var}\left(X_{1}\right)}{n^{2} \varepsilon^{2}}=\frac{\operatorname{Var}\left(X_{1}\right)}{n \varepsilon^{2}} \rightarrow 0, \text { as } n \rightarrow \infty
\end{aligned}
$$

## Problem Time!

