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## Overview

(1) Conditional Probability
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(4) Independence
(5) Union Bound
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- Now we are ready to compute $\mathbb{P}(A \mid B)$ :

$$
\mathbb{P}(A \mid B)=\sum_{\omega \in A \cap B} \mathbb{P}(\omega \mid B)=\sum_{\omega \in A \cap B} \frac{\mathbb{P}(\omega)}{\mathbb{P}(B)}=\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)}
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- For events $A, B \subseteq \Omega$ in the same probability space such that $\mathbb{P}(B)>0$, the conditional probability of $A$ given $B$ is

$$
\mathbb{P}(A \mid B)=\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)}
$$

- Chain Rule.
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- Using the definition and chain rule, we have

$$
\mathbb{P}(A \mid B)=\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(B)}=\frac{\mathbb{P}(B \mid A) \cdot \mathbb{P}(A)}{\mathbb{P}(B)}
$$

which is the Bayes' Rule.
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- Observe that

$$
\mathbb{P}(B)=\mathbb{P}(A \cap B)+\mathbb{P}(\bar{A} \cap B)
$$

which is equivalent to

$$
\mathbb{P}(B)=\mathbb{P}(B \mid A) \cdot \mathbb{P}(A)+\mathbb{P}(B \mid \bar{A}) \mathbb{P}(\bar{A})
$$

This is exactly the Law of Total Probability, which is a very important law in probability theory.
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- Now, let $A_{1}, \ldots, A_{n}$ be a partition of the sample space $\Omega$. Then, the Law of Total Probability for any event $B$ is
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\mathbb{P}(A \cap B)=\mathbb{P}(A) \cdot \mathbb{P}(B) \text { or } \mathbb{P}(A \mid B)=\mathbb{P}(A)
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The probability of $A$ is not affected by whether or not $B$ occurs.
Mutual Independence.
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Pairwise independence does not imply mutual independence!
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## Chain Rule

Finding the probability of the intersection of mutually independent events is easy, but what if they are not mutually independent?

- We use the chain rule again but here's the generalized version.

Chain Rule. For any events $A_{1}, \ldots, A_{n}$,
$P\left(\bigcap_{i=1}^{n} A_{i}\right)=P\left(A_{1}\right) \cdot P\left(A_{2} \mid A_{1}\right) \cdot P\left(A_{3} \mid A_{1} \cap A_{2}\right) \cdots \cdot P\left(A_{n} \bigcap_{i=1}^{n-1} A_{i}\right)$.
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Sometimes we are also interested in finding the probability of the union of several events.

- If the events are mutually exclusive, then

$$
P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{i=1}^{n} \mathbb{P}\left(A_{i}\right)
$$

- Otherwise, we use the Inclusion-Exclusion Principle: let $A_{1}, \ldots, A_{n}$ be events in some probability space, where $n \geq 2$. Then, we have

$$
\begin{gathered}
P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{k=1}^{n}(-1)^{k-1} \sum_{S \subseteq\{1, \ldots, n\}:|S|=k} P\left(\bigcap_{i \in S} A_{i}\right) \\
=\sum_{i=1}^{n} P\left(A_{i}\right)-\sum_{i<j} P\left(A_{i} \cap A_{j}\right)+\ldots+(-1)^{n-1} P\left(A_{1} \cap A_{2} \cap \cdots \cap A_{n}\right) .
\end{gathered}
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## Union Bound

Sometimes we are also interested in the upper bound of the probability of the union of several events.

- We have the Union Bound: let $A_{1}, \ldots, A_{n}$ be events in some probability space. Then

$$
P\left(\bigcup_{i=1}^{n} A_{i}\right) \leq \sum_{i=1}^{n} \mathbb{P}\left(A_{i}\right)
$$

Summing up all $\mathbb{P}\left(A_{i}\right)$ only overestimate the probability of the union (equality holds when they are disjoint).

## Problem Time!

